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ABSTRACT 

Interlaboratory comparison is an instrument for evaluating the laboratory 

performance in specific tests. In this work, the uncertainty in the quantitative 

chemical analysis of the nickel concentration was determined in paired solid 

samples of the materials: lateritic ore (LO), nickel sulfide (NiS) and sintered 

nickel oxide (NiO), using the simple linear regression. The analytical 

determinations were made by Atomic Absorption Spectrometry (AAS) with the 

participation of three laboratories of the corporative group for the production of 

nickel in Cuba. The assumptions of the linear regression model were verified 

using the Durbin-Watson statistic, homoscedasticity and normality test. The 

uncertainty in the slope (Sm), the uncertainty in the intercept (Sb) and the 

standard deviation of the measurement (Sy) were determined. As a result, the 

expected value (x) of the nickel concentration presented a maximum error 

according to: LO: 0,06 %, NiS: 0.51 % y NiO: 0,33 % at the extreme ends of 
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the measurement range. This method provides information to evaluate the 

laboratories continuous performance, and in turn the historical database of 

interlaboratory comparison is analyzed. 

Keywords: interlab comparison; lineal regression; uncertainty. 

RESUMEN 

La comparación interlaboratorio es un instrumento para evaluar el desempeño 

del laboratorio en pruebas específicas. En este trabajo, se determinó la 

incertidumbre en el análisis químico cuantitativo de la concentración de níquel 

en muestras sólidas pareadas de los materiales: mineral laterítico (ML), sulfuro 

de níquel (NiS) y óxido de níquel sinterizado (NiO), mediante regresión lineal 

simple. Las determinaciones analíticas se realizaron por Espectrometría de 

Absorción Atómica con la participación de tres laboratorios del grupo 

empresarial para la producción de níquel en Cuba. Los supuestos del modelo 

de regresión lineal se comprobaron mediante el estadístico de Durbin-Watson, 

pruebas de homocedasticidad y normalidad. Se determinó la incertidumbre de 

la pendiente (Sm), la incertidumbre del intercepto (Sb) y la desviación estándar 

de la medición (Sy). Como resultado, el valor esperado (x) de concentración de 

níquel presentó un error máximo según: ML: 0,06 %, NiS: 0,51 % y NiO: 

0,33 % en los extremos del intervalo de concentración. El método aporta 

información para evaluar el desempeño continuo de los laboratorios, a la vez 

que se analiza la base de datos históricos de comparación interlaboratorio. 

Palabras clave: comparación interlaboratorio; regresión lineal; incertidumbre. 
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Introduction 

Interlaboratory comparison is an instrument for evaluating the laboratory 

performance for specific tests, provides information on continuous performance 

and additional confidence to laboratory customers. (1) 

The chemical analysis laboratories in the corporate group for the nickel 

production in Cuba apply interlaboratory studies as an external quality control; 
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therefore, there is a historical database of these controls that includes the 

quantitative analysis of metals such as: nickel, cobalt, iron, silicon, magnesium, 

in the different stages and products of the process. Chemical analysis 

measurements provide a basis for important decisions concerning efficiency, 

commerce, environmental protection, health, among others. 

Common schemes of participation in interlaboratory comparisons consist of 

circulate the sample to realize the quantity mensuration among participants. 

Each participant measures according to a standard or specific procedure and 

reports to the coordinator a measurement result, which includes a measured 

value and its uncertainty. (2) 

The purpose of all measurement is to provide information about a quantity of 

interest. When a quantity is measured, the outcome depends on the measuring 

system, the measurement procedure, sampling and sample preparation, the 

skill of the operator, the environment; thus, no measurement is exact. 

There are two types of measurement error quantity, systematic and random. (3) 

A systematic error is a component of error that remains constant or depends in 

a specific manner on some other quantity. A random error is associated with the 

fact that when a measurement is repeated it will generally provide a measured 

quantity value that is different of further quantities; therefore, the next measured 

quantity value cannot be predicted exactly from previous such values. (4) 

Kadis (2008) assumed Chumpler and Yoe´s (1940) classification of the errors 

as corrigible and incorrigible, both of the random and “systematic” components. 

Indeed, an estimate of the corrigible error is used to make a correction; the 

incorrigible error contributes to the uncertainty of the result (figure 1). (5, 6) 

Measurement uncertainty is defined as non-negative parameter characterizing 

the dispersion of the quantity values being attributed to a measurand, based on 

the information used. (4) Uncertainties associated with analytical measurements 

represent the doubt or level of reliability associated with the measurement. (7) 
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Fig. 1 – Representation of measurement errors and uncertainty (Kadis, 2008) 
(5)

 

 

Comparison the interlaboratory measurements apply different protocols such as 

linear regression (simple and multiple) or statistical procedures as described in 

ISO 13528. (2, 8) On the other hand, analytical calibration for instrumental 

techniques and the measurements uncertainty based on least-squares linear 

regression have been presented. (7, 9, 10, 11) 

Taking into account the chemical analyzes database of interlaboratory 

comparisons, the purpose of this work was to determine the uncertainty in the 

quantitative determination of nickel, in paired solid samples of lateritic ore, 

Nickel Sulfide and sintered Nickel Oxide, using the least-squares linear 

regression. Then, the measurements error and confidence intervals were 

presented. Interlaboratory measurements were made with 3 participants via 

Atomic Absorption Spectrometry. 

Materials and methods 

Samples and chemical analysis 

The chemical analysis of nickel was carried out in four solid materials from the 

nickel industry in Cuba, Ammoniacal Carbonate technology. These are:  

- Lateritic ore feed to the reduction furnaces without petroleum additive 

(Feed). 

- Lateritic ore after mixing with petroleum additive (Feed-HC). 

- Nickel Sulfide (NiS). 

- Sintered Nickel Oxide (NiO). 

The results of the analytical determinations were taken from the database of 

external controls.  
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All analyzes were performed on paired samples. Paired samples are samples in 

which matched couplings occur, this generates a data set in which each data 

point in one sample is uniquely paired to a data point in the second sample. 

The chemical analyzes of nickel were realized by the Atomic Absorption 

Spectrophotometry method, in 3 participating laboratories (table 1).  

Table 1- Laboratory and equip for chemical analysis 

 

All chemicals are of analytical-reagent grade and all solutions prepared with 

deionised water. The lateritic ore is decomposed by mixing 0,5 g of sample with 

1:1 HCL and 10 vol% HNO3. As for NiS and NiO, 0,9 g of sample is mixed with 

HCl (15 mL), HNO3 (10 mL) and HClO4 (5 mL). 

Measurement uncertainty by least-squares linear regression 

Simple linear regression plots a line graph between two data variables, x and y. 

The independent variable x (predictive variable) is plotted on the horizontal axis; 

while the dependent variable y (predicted variable) is plotted on the vertical 

axis.  

The method of least-squares is used to determine the line (1) that best fits the 

model; this consists of minimizing the errors (2) through the quadratic sum of 

the vertical distances between the experimental data (y) and the estimated 

values (y*). Its variables are the slope m and the intercept b (3-9). (7, 9, 12) 
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where: 

  ,   denote the sample means of x and y respectively, 

   
  and   

  are the sample variance of x and y respectively, 

     is the covariance between x and y. 

The linear correlation coefficient (r) between x and y, is a measure that reports 

the linear dependence between the two variables, varies from 0 to 1. The R-

squared (R2) is called the coefficient of determination, is the proportion of 

variability of y that is explained by x, represents the quality of fit (10). The slope 

(m) represents the relationship between the correlation and regression 

coefficients (11). (12) 

 

 

If r is significant, the x-axis versus y-axis plot shows a linear trend; and the 

model can be used to predict the value of y in the domain of observed values of 

x. It is verified by means of the hypothesis test and the t-distribution, for the 

distribution curve with two points and degrees of freedom (n-2) (12). 

 

Null hypothesis H0: r=0. The correlation coefficient is not significantly different 

from zero, there is no significant linear correlation between x and y in the 

population. 

Alternative hypothesis H1: r≠0. The correlation coefficient is signif icantly 

different from zero, there is a significant linear correlation between x 

and y in the population. 
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The confidence limits for the slope m and the intercept b are determined using 

the t-student distribution, confidence level and degrees of freedom (n-2)                      

(13-18). (9, 12) 

 

 

where: 

Sm is uncertainty in the slope; Sb is uncertainty in the intercept; Uc is the 

combined uncertainty. 

Uncertainty in the measurements of y (Sy), or also called standard deviation for 

the lineal regression, is used in constructing confidence intervals and prediction 

intervals (error bars) for values of yi (19). 

 

The results of previous equations were based on the assumptions that the 

measurements of yi were all equally uncertain and that any uncertainties in xi 

were negligible.  

The expected value x0 (20) for a certain value y0 is expressed from the 

uncertainty (Sx0) associated with x0, both when a single reading of y0 (21) or 

when k readings of y0 (22) are performed, together at the                                

confidence interval (23). 
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The best value of y0 at any point will be the mean of all possible observed 

values of y0 at that point. The variance for y0 is (24) and confidence interval for 

the mean value of y0 at x0 is (25). 

 

The assumptions of the linear regression model are:  

The residuals must be independent of each other. It is verified by means of the 

Durbin-Watson (DW) statistic. DW value should be in the range 1,5 to 2,5 with a    

P-value greater than 0,05 and a confidence level of 95,0 %. 

Equality of variances (Homoscedasticity). For each value of the variable X, the 

variance of the residuals (ei) must be the same, so the adjustment is equally 

precise regardless of the values that x takes. It is obtained by observing the 

graph of predicted values versus residuals, no association pattern should be 

appreciated in the cloud of points. (11) 

Normality. For each value of the variable X, the residuals ei have a normal 

distribution with mean zero. The data from the analytical determinations that 

come from a normal distribution have standard skewness and kurtosis statistics 

within the range -2 to 2. 

Statistical analysis was performed using StatGraphic Centurion XV and 

Microsoft Excel. 

Results and discussion 

The statistics summary for nickel (Ni) determinations with size (n) that were 

carried out in the CG, RL and UP laboratories are shown in table 2. Measures 

of central tendency (average) and variability (standard deviation, coefficient of 

variation, range) are presented. In the case of shape measurements 

(standardized skewness and standardized kurtosis), these are presented for the 

paired samples. 
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Table 2- Statistical summary of nickel concentration in paired samples 

 

From table 2, the analytical determinations of nickel in all solid samples could 

reasonably be assumed to have come from normal distributions, according to 

the shape measurements between -2,0 and 2,0.  

The standardized residual did not follow a pattern of association in the cloud of 

nickel concentration points in each product; therefore, the equality of variances 

(homoscedasticity) can also be assumed (figures 2 to 6). 

The residuals were independent among themselves, according to the 

satisfactory values of the Durbin-Watson (DW) statistic with a confidence level 

of 95,0 % (DW>1,5 and P>0,05). The mean absolute error (MAE) varied 

between 0,017 and 0,172 (table 3). 

 
 

 
Fig. 2- Nickel determination in Nickel Sulfide between laboratories CG-RL, a) Lineal 

model for NiS, b) Standardized residual 
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Fig. 3- Nickel determination in Nickel Oxide between laboratories CG-RL a) Lineal 

model for NiO, b) Standardized residual 
 
 
 

 
Fig. 4- Nickel determination in ore feed with petroleum additive between laboratories 

CG-RL, a) Lineal model, b) Standardized residual 
 
 

 
Fig. 5- Nickel determination in ore feed with petroleum additive between laboratories 

CG-UP, a) Lineal model, b) Standardized residual 
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Fig. 6- Nickel determination in ore feed without petroleum additive between 

laboratories CG-UP, a) Lineal model, b) Standardized residual 
 

Table 3- Parameters of linear models for nickel concentration 

 
 

From table 3, uncertainty in the slope (Sm) and uncertainty in the intercept (Sb), 

the combined uncertainty (Uc) and the standard deviation (Sy) of the 

measurements were higher for the chemical determinations of nickel 

concentration in sulfide (NiS) and oxide (NiO). On the other hand, the mineral 

samples fed to the reduction furnaces with petroleum additive presented greater 

combined uncertainty (Uc) in the nickel determinations than without the additive 

addition (figures 2 to 6). 

The expected value of xi (RL or UP) given a value of yi (CG) was determined by 

equations (20) to (23) for 3 values included in the nickel concentration ranges 

that were evaluated in the experiments (table 4).  

The uncertainty associated (Sx0) with x0 was for NiS 0,25 % in the concentration 

range [10,4 – 20,5 %], NiO 0,16 % [76,0 – 93,2 %], lateritic ore a maximum of 

0,03 % [0,9 – 1,4 %]. The interlaboratory error varied between 0,05 % and               

0,51 % for the samples of the different products. At a nickel concentration in NiS 
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of 17,18 % in the CG laboratory, an expected value of 17, 33 % in the RL 

laboratory corresponds with an error of 0,51 %, that is 17,33  0,51 %, and the 

confidence interval [16,82 %; 17.84 %].  

The expected limits for the compounds are: NiS  0,15 % within [20 - 30 %], 

NiO  0,70 % [70 - 80 %], lateritic ore  0,02 % [1 - 2 %]; then, increasing the 

sample size and adjusting the concentration limits may be of interest for further 

investigation. 

 

Table 4 - Nickel concentration xi (RL or UP) given a value of yi (CG) 

 

Conclusions 

1. Measurements uncertainty for the interlaboratory chemical analysis of nickel 

in paired samples was estimated by simple linear regression, resulting for 

Nickel Sulfide 0,238 %, Nickel Oxide 0,162 %, and the lateritic ore between 

0,021 % and 0,029 %, which allowed the construction of confidence and 

prediction intervals. 

2. Measurement errors were determined using t-distribution, preceding a 

maximum for NiS  0,51 %, NiO  0,33 % and lateritic ore  0,06 %. 
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